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A B S T R A C T

This paper shows that selection incentives in downstream markets distort upstream prices. It is
possible for inputs to be priced above the value that the good has for final consumers. We apply
this idea to pharmaceutical companies selling drugs to a health insurance market with selection
problems. We specify the conditions under which drugs are sold at prices exceeding treatment
value. Another feature of the model is an excessive private incentive to reduce market size, e.g.
in the form of personalized medicine.

1. Introduction

With some regularity there appear newspaper articles documenting the level and increases in drug prices. Experts argue that
some patented drugs are priced above their value for patients. From an economic point of view this seems impossible: if the price of
a treatment exceeds its value for consumers, a health insurer should not cover this treatment in its contracts. This paper introduces
a model that shows that, in fact, it can be optimal for an insurer to cover such a treatment and hence that it is optimal for a
pharmaceutical company to price its drug above patient value. The key insight is that health insurance is a selection market and
pharmaceutical companies sell to this market. The selection problems in the downstream (insurance) market distort prices in the
upstream (pharmaceutical) market.

Examples of newspaper stories on pharmaceutical companies charging ‘‘outrageous’’ prices for their treatments include https:
//nyti.ms/2NvLoZx, https://nyti.ms/2bHXkFj and https://nyti.ms/2nKMJ2a.1 Although it is hard to put a value on an additional
year of life to see whether prices are above treatment value, for anticancer drugs ‘‘in 1995 patients and their insurers paid $54,100
for a year of life. A decade later, 2005, they paid $139,100 for the same benefit. By 2013, they were paying $207,000’’ (Howard
et al., 2015, 149). Most regulators in the world use less than $200k as the monetary value of a life year and indeed at the World
Oncology Forum the ‘‘prevailing opinion was that . . . the cost of the new generation of drugs is getting out of all proportion to the
added benefit’’ (Cavalli, 2013).

Further, it has been noted that ‘‘prices of . . . drugs in the so-called ‘specialty’ pharmaceutical market have been increasing over
time’’ (Howard et al., 2015, 140). The promise of specialty or precision medicine was ‘‘to give ‘the right drug to the right patient’
to maximize the effectiveness and safety of the treatment’’ (Garattini et al., 2015). However, up till now this targeting of treatments
has not lived up to this promise and one reason is that these treatments turn out to be extremely expensive. It is not clear that we
can afford precision medicine. To illustrate, in oncology there are treatments costing $300,000 while they ‘‘only result in minimal
benefit’’ (Doble, 2016).
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To analyze whether it is possible for drugs to be priced above their value for patients, we introduce a model with upstream
harmaceutical companies selling drugs to downstream insurers for inclusion in their health insurance contracts. The health
nsurance market suffers from selection. The condition we need for our results is that low risk types are tempted to buy the insurance
ontract aimed at high risk types. This can happen if high risk types feature a higher elasticity on the health insurance market than
ow risk types. Pharmaceutical firms then charge prices in excess of their treatments’ value for patients and still have their treatments
overed by insurance. To increase the premium for low risk contracts, insurers distort the high type’s allocation upwards by covering
treatment that is expensive.

Moreover, targeting of pharmaceutical R&D investments on subgroups (precision medicine) tends to increase the gap between
rice and patient value further. This result sheds light on developments in specialty drugs or personalized medicine where higher
rices are easier to spot than improved treatments. Finally, the introduction of generic drugs helps to increase prices of patented
rugs. To the extent that people can decide to go without insurance, the insurance premium cannot exceed the total value of the
nsurance contract. Generic drug competition leads to prices below the value of treatment thereby creating the ‘‘space’’ for patented
rugs to charge prices above value.

In the next section we discuss the empirical evidence that supports the assumption that low risk types want to buy the generous
igh risk type contract. Further, our analysis is related to the following strands of literature.

First, there are a number of explanations for high drug prices found in the literature (Howard et al., 2015). However, these
annot fully explain why prices would exceed treatment value. To illustrate, an explanation that is often mentioned is that with
ealth insurance people want a treatment, no matter what the cost since the insurer pays (most of) the price. This is true ex post: once
have insurance, the effects of the cost of treatment are reduced for me. Economists tend to refer to this as moral hazard. However,
hy would I buy insurance coverage for a treatment that costs more than the benefit it provides? Dropping such a treatment from

he contract leads to a bigger reduction in the premium than the loss in expected utility. Hence, an insurer – whether or not it
as market power – benefits from removing such treatments from its insurance contract. This threat of not being covered by an
nsurance contract limits the price a pharmaceutical company can ask for patented drugs.

Similarly, high sunk costs of R&D are often mentioned to explain high treatment prices (Garrison and Towse, 2017). Although
igh fixed/sunk costs can explain high prices in competitive markets (by limiting entry), this mechanism is not obvious for a
onopoly market where a firm is protected by a patent. Since a monopolist tries to appropriate most or all of the surplus from

ts customers, its sunk fixed costs are not directly relevant for setting prices. And also here, if the treatment is too expensive, it
hould be dropped by the insurer from the contract.2

Other papers focus on the relation between prices and disease rarity: the lower the prevalence of a disease, the higher the prices
for drugs treating it. In the context of orphan drugs, this is sometimes referred to as payers valuing rarity (Medic et al., 2017;
Messori et al., 2010). If the insurance premium is determined by the budget constraint of the marginal insured, an inverse relation
exists between disease prevalence and drug price (Kamphorst and Karamychev, 2021). We offer a complementary explanation for
this inverse relation via the selection incentives on the health insurance market.

In terms of the mechanism design literature, our focus on a binding incentive compatibility constraint for low types is in line
with the countervailing incentives literature (Lewis and Sappington, 1989). This literature considers type dependent outside options,
which we generate through differing demand elasticities for different types. Although we use health insurance and selection to
illustrate our model, the mechanism applies in any screening model where the incentive compatibility constraint is binding for the
low type.

In (health) insurance markets this situation with binding incentive compatibility constraints for low types is reminiscent of
advantageous selection (Einav and Finkelstein, 2011; Mahoney and Glen Weyl, 2017). There are two main differences between
these papers and our model. First, we allow insurers to screen consumers into different contracts instead of each firm offering only
one contract. Second, we analyze the effects of selection on upstream prices.

Our paper is organized as follows. The next section introduces a simple model with imperfect competition in the health insurance
market. We discuss our assumption that low risk types want to mimic high risk types. Then we derive our main result that
pharmaceutical companies selling to this health insurance market can charge prices above the value of their treatments. We analyze
the incentives to target treatments at sub-groups (precision medicine) and conclude with a discussion of policy implications.

2. Simple model

To see how it is possible that an insurer pays more for a treatment than the treatment’s value to the insured, consider the
following model with two treatments and (imperfectly) competing insurers.

Denote the two treatments 1 and 2; both treatments are produced at marginal costs normalized to zero: 𝑐1 = 𝑐2 = 0. Treatment 1 is
nder patent. Treatment 2 is off patent and sold by competing generic drug producers at a price equal to marginal costs. The values of
hese treatments are given by 𝑣1, 𝑣2 resp. and are the same for each patient. Value 𝑣𝑖 captures things like life years gained, increased
tility due to improved quality of life, increased productivity etc. (Garrison and Towse, 2017). Although it is not straightforward
o measure this in practice, conceptually the value of a treatment is well defined. We aim to show that pharmaceutical companies
an profitably charge a price in excess of this value and still be covered by insurance plans.

2 In free market systems, the insurer can decide what to cover or not in its contracts. In regulated market systems, like the Netherlands, the government
2

ften prescribes which conditions need to be covered by basic insurance but does not define which treatments need to be covered.
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Competing insurers sell insurance to a customer who can be either of risk type 𝑙 (probability 𝜙) or type ℎ (probability 1 − 𝜙).
ype 𝑘 = 𝑙, ℎ needs treatments 1,2 with probability 𝜓1𝑘, 𝜓2𝑘 ∈ ⟨0, 1]. We assume single crossing: 𝜓𝑖ℎ ≥ 𝜓𝑖𝑙 for 𝑖 = 1, 2. To simplify
otation, we assume that 𝜓2ℎ = 𝜓2𝑙 = 𝜓2.3 The high risk consumer has a strictly higher probability of needing treatment 1: 𝜓1ℎ > 𝜓1𝑙.

Thus the insurer’s expected costs are higher for type ℎ than for type 𝑙 as ℎ is more likely to need treatment.
We assume that the consumer buys insurance to get access to treatments. That is, without insurance, the consumer goes without

treatment.4 This has two reasons. First, it is well documented that people without health insurance tend to forgo treatment as they
have difficulty financing it. These access issues have been stressed both in the popular press (Cohn, 2007) and in academic journals
(Nyman, 1999; Schoen et al., 2008, 2010). Many governments are concerned about health consumption inequality caused by income
differences and design policies to make healthcare accessible to low income families (Schokkaert and van de Voorde, 2011).

Second, it streamlines the analysis. With risk aversion as motivation to buy insurance, we need a non-linear (concave) utility
function.

Each insurer offers two contracts (which can be identical in case of a pooling outcome), each contract aimed at a consumer type.
We write the value/utility of the contract for type 𝑘 = 1, 2 as follows:

𝑢𝑘 = 𝜓1𝑘𝑥1𝑘𝑣1 + 𝜓2𝑥2𝑘𝑣2 − 𝜎𝑘 (1)

where 𝑥𝑖𝑘 ∈ [0, 1] denotes the probability that treatment 𝑖 is covered by contract 𝑘 (below we have that 𝑥𝑖𝑘 equals either 0 or 1) and
𝜎𝑘 denotes the price/premium of contract 𝑘. Value 𝑣𝑖 denotes the utility of receiving the treatment in case the consumer needs it
(with probability 𝜓𝑖𝑘) compared to not receiving this treatment. Note that falling ill in itself can cause a disutility for the individual.
Taking this into account would add a constant to the expression in (1) which we leave out to ease notation.

The incentive compatibility (IC) constraints for these contracts can be written as follows.

𝑢ℎ ≥ 𝜓1ℎ𝑥1𝑙𝑣1 + 𝜓2𝑥2𝑙𝑣2 − 𝜎𝑙 (2)

𝑢𝑙 ≥ 𝜓1𝑙𝑥1ℎ𝑣1 + 𝜓2𝑥2ℎ𝑣2 − 𝜎ℎ (3)

The first equation, 𝐼𝐶ℎ, implies that the high type is better off choosing the high contract (yielding utility 𝑢ℎ) than to buy the
low type’s contract (which yields her utility equal to the right hand side of (2)). To illustrate, the ℎ type needs treatment 1 with
probability 𝜓1ℎ, but the 𝑙 contract provides this treatment with probability 𝑥1𝑙 in which case she gets utility 𝑣1; the price of this
contract equals 𝜎𝑙. And, similarly, 𝐼𝐶𝑙 implies that the low type is better off buying the 𝑙 contract – yielding 𝑢𝑙 – than buying the ℎ
contract which yields her utility equal to the right hand side of (3). These constraints capture intra-brand competition faced by the
insurer: if the ℎ contract becomes too attractive, 𝑙 types buy this contract instead of the 𝑙 contract (that is, (3) is violated).

As we will see below, pricing a treatment above its value is possible if low types want to mimic high types; that is, 𝐼𝐶𝑙 is binding.
The next section shows that this can happen when the ℎ market is more elastic than the 𝑙 market.

2.1. First best

A straightforward way to check which incentive constraint is binding in second best is to derive the first best outcome. First best
is defined here as the case where insurers can observe insured’s risk type and are allowed to risk rate. Put differently, first best here
refers to the absence of asymmetric information.

The profit an insurer makes on type 𝑘 is given by 𝜎𝑘−𝜓1𝑘𝑥1𝑘𝑝1−𝜓2𝑥2𝑘𝑝2: insurance premium minus expected costs for type 𝑘 where
insurers’ costs are determined by the prices 𝑝𝑖 charged by the pharmaceutical companies. Solving Eq. (1) for 𝜎𝑘 and substituting
this into the expression for the per type profit gives:

𝜋𝑘 = 𝜓1𝑘𝑥1𝑘(𝑣1 − 𝑝1) + 𝜓2𝑥2𝑘(𝑣2 − 𝑝2) − 𝑢𝑘

and the insurer’s overall profits are given by

𝛱 = 𝜙𝑞𝑙(𝑢𝑙)𝜋𝑙 + (1 − 𝜙)𝑞ℎ(𝑢ℎ)𝜋ℎ

In words, the fraction 𝜙 of low types times the insurer’s market share 𝑞𝑙 on the 𝑙 market – which depends on the utility 𝑢𝑙 offered to
the 𝑙 type – times the per customer profit 𝜋𝑙 on the 𝑙 market; and similarly for the ℎ market segment. We assume that the insurer’s
market share on the 𝑘 segment, 𝑞𝑘, is increasing in the utility offered to type 𝑘, 𝑞′𝑘(𝑢𝑘) > 0 for 𝑘 = 𝑙, ℎ.

With 𝑝1 = 𝑣1 and 𝑝2 = 0 due to competition on the generic (off-patent) market, we write an insurer’s optimization problem as:

max𝜙𝑞𝑙(𝑢𝑙)(𝜓2𝑥2𝑙𝑣2 − 𝑢𝑙) + (1 − 𝜙)𝑞ℎ(𝑢ℎ)(𝜓2𝑥2ℎ𝑣2 − 𝑢ℎ)

The first order condition for 𝑢𝑘 (𝑘 = 𝑙, ℎ) can be written as
𝜕𝑞𝑘
𝜕𝑢𝑘

(𝜓2𝑥2𝑘𝑣2 − 𝑢𝑘) − 𝑞𝑘 = 0

3 Our working paper version generalizes the model and the results below to sets of patented and generic drugs with type dependent values for all 𝜓 ’s.
4 To simplify notation, we normalized 𝑐1 = 𝑐2 = 0. For the access to care interpretation, think of 𝑐1 , 𝑐2 being high enough that a patient without insurance

cannot afford them even at cost price.
3
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It is routine to verify that this can be written as

𝑢𝑘 =
𝜀𝑘

1 + 𝜀𝑘
𝜓2𝑣2 (4)

where the elasticity is defined as 𝜀𝑘 = 𝜕𝑞𝑘∕𝜕𝑢𝑘 ∗ 𝑢𝑘∕𝑞𝑘: the percentage increase in demand in response to a one percent increase
in utility offered to market segment 𝑘. The next section discusses what this elasticity captures and how it can differ between risk
types.

We are interested in the case where 𝐼𝐶ℎ is satisfied and 𝐼𝐶𝑙 is violated. This happens when inequality (3) is violated. It is routine
to verify that the violation of (3) can be written as:

𝑢𝑙 < 𝜓1𝑙𝑥1ℎ𝑣1 + 𝜓2𝑥2ℎ𝑣2 − 𝜎ℎ = 𝑢ℎ − (𝜓1ℎ − 𝜓1𝑙)𝑥1ℎ𝑣1

In first best it is optimal to cover treatment 1 (𝑥1ℎ = 1) as long as 𝑝1 ≤ 𝑣1. We write 𝛥𝜓1 = 𝜓1ℎ − 𝜓1𝑙. Hence, 𝐼𝐶𝑙 is violated in the
first best outcome if

𝑢ℎ − 𝑢𝑙 > 𝑣1𝛥𝜓1

Using (4), we can write this inequality as
𝜀ℎ

1 + 𝜀ℎ
−

𝜀𝑙
1 + 𝜀𝑙

>
𝑣1𝛥𝜓1
𝜓2𝑣2

(5)

In words, if the ℎ market is sufficiently more elastic than the 𝑙 market,5 the first best solution violates the 𝐼𝐶𝑙 constraint (and satisfies
𝐼𝐶ℎ). As we are working here with 𝑝1 = 𝑣1, the interpretation is that the elasticity difference (between ℎ and 𝑙) should exceed the
cost difference 𝑝1𝛥𝜓1 by enough to satisfy (5).

The equation also shows why we need imperfect competition in the health insurance market. With perfect competition (infinitely
elastic demand at the firm level) in both markets the left hand side equals 0 (because lim𝜀→∞ 𝜀∕(1+𝜀) = 1) and the inequality cannot
be satisfied.

Note that Eq. (5) focuses on one particular parameter constellation. In general, there are other cases where, for instance, 𝐼𝐶ℎ is
binding or where no IC constraint is binding. As these cases are not relevant for the argument developed in the paper, they are not
analyzed here.

2.2. Why are high risk types more elastic?

Eq. (5) shows that 𝐼𝐶𝑙 is binding in case the high risk segment is sufficiently more elastic than the low risk segment.
Broadly speaking there are two reasons why the high risk market is more elastic or more competitive than the low risk market.

First, high risk types tend to have more experience with the healthcare system (think of the chronically ill) than low risk types.
Hence, they understand health insurance contracts better and are able to make a better informed decision when confronted with
competing contracts. For low risk types, these contracts are hard to relate to and they tend to make a less informed (more random)
choice.

Second, high risk types tend to have lower incomes and hence are more price sensitive than low risk types.6 For people on low
income it pays to keep searching for a contract that is, say, 50 euros cheaper while people on high income may not be bothered to
spend time on this.

The main reason mentioned why high risk people are expected to be less elastic is that they may worry that a new insurer will
not accept them or will treat them worse than their current insurer does (‘‘the devil you know. . . ’’). Hence they are less likely to
switch insurer in response to a better contract offered by a competing insurer. Underlying this idea is the notion that high risk
types are loss making and hence insurers may not be willing to invest effort to keep them happy. There are two problems with this
argument. First, as the model above shows, high risk types are profitable (and they would actually be more profitable if they were
less elastic than the low risk types). Hence, there is no reason a priori why an insurer would try to get rid of them by treating them
badly. Second, as we argue below, evidence found in earlier studies to show this lower elasticity for high types can be interpreted
as evidence that high types are actually more elastic.

The following papers present empirical evidence suggesting that high risk individuals are more sensitive to value differences
between insurance contracts than low risk types. First, price elasticity is higher for people with a chronic condition (high risk) than
without (Parente et al., 2004; Chandra et al., 2021). Further, as high risks are better informed, they are more sensitive to quality
differences between plans (Gaynor et al., 2015). And there are papers documenting the idea that insurer switching probability falls
with income and that the higher educated and the wealthier are less price sensitive (Ho et al., 2017; Atherly et al., 2004; Auerbach
and Ohri, 2006; Saltzman, 2019; Royalty and Solomon, 1999).

As mentioned, there are also papers suggesting that people with lower health status tend to be less price elastic when choosing
insurance. These papers tend to be based on age as an indicator of health status: older people tend to have lower health status

5 Note that 𝜀∕(1 + 𝜀) is increasing in 𝜀.
6 The correlation between health status and income is well documented in the empirical health literature (Frijters et al., 2005; Finkelstein and McGarry,

006; Gravelle and Sutton, 2009; Munkin and Trivedi, 2010). Potential explanations for this correlation include the following. High income people are better
ducated and hence know the importance of healthy food, exercise etc. Healthy food options tend to be more expensive and therefore better affordable to high
4

ncome people. Or (with causality running in the other direction) healthy people are more productive and therefore earn higher incomes.
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(Strombom et al., 2002; Royalty and Solomon, 1999). Others find no difference in elasticity between age groups (Costa and Garcia,
2003).

One reason for the seemingly lower price elasticity is that people with low health status tend to be better informed about the
uality of the different health plans and the treatments they cover. This can explain why they react less to price changes (they are
ore interested in quality than in price) and react less to plan quality information published by the government or an employer

Beaulieu, 2002). They do not react to this newly published information because they know it already. Hence, the evidence showing
lower elasticity for high risk types can actually be interpreted as suggesting a higher elasticity for these types.

Finally, as we show above, if the high risk segment is more elastic than the low risk segment, low risk types want to mimic high
isk types (that is, 𝐼𝐶𝑙 is violated). Two recent papers document this behavior (Handel and Kolstad, 2015; Handel et al., 2020).7
f it would be the case that the high risk segment is less elastic than the low risk segment, we should only observe high risk types
uying low risk contracts.

. Pricing above value

The previous section showed that with the elasticity difference between high and low risk types compensating the cost difference,
he incentive compatibility constraint for the low type (𝐼𝐶𝑙) tends to be binding. In this section we show how this allows a

pharmaceutical company to charge a price that exceeds treatment value.

3.1. Insurer’s optimization problem

With 𝐼𝐶𝑙 binding, we write the insurer’s profit maximization problem as follows; where we assume as before that 𝑝1 = 𝑣1 and
2 = 0.

max
𝑢𝑙 ,𝑢ℎ ,𝑥1𝑙 ,𝑥1ℎ ,𝑥2𝑙 ,𝑥2ℎ

𝜙𝑞𝑙(𝑢𝑙)(𝜓2𝑥2𝑙𝑣2 − 𝑢𝑙) + (1 − 𝜙)𝑞ℎ(𝑢ℎ)(𝜓2𝑥2ℎ𝑣2 − 𝑢ℎ)

+ 𝜆𝑙(𝑢𝑙 − 𝑢ℎ + 𝑣1𝑥1ℎ(𝜓1ℎ − 𝜓1𝑙))

here 𝜆𝑙 denotes the Lagrange multiplier on 𝐼𝐶𝑙 constraint (3).
The derivative of these profits with respect to 𝑥1ℎ is strictly positive: 𝜆𝑙𝑣1𝛥𝜓1 > 0 because 𝜆𝑙 > 0 and 𝛥𝜓1 = 𝜓1ℎ − 𝜓1𝑙 > 0. We

first explain the intuition why this derivative is positive and then discuss the implications for patented drug prices.
The result says that even if 𝑝1 = 𝑣1, the insurer’s profits are strictly increasing in 𝑥1ℎ. Hence, the producer of treatment 1 can

ask more than 𝑝1 = 𝑣1 – the final consumers’ valuation of the treatment – and the insurer will still cover this treatment in its health
insurance contract. If 𝑝1 = 𝑣1 would be the maximum price firm 1 can charge for its treatment, an insurer would be indifferent
between covering the treatment or not: 𝑑𝛱∕𝑑𝑥1ℎ = 0 at 𝑝1 = 𝑣1. As this derivative is strictly positive, the producer of patented
treatment 1 can charge more than 𝑝1 = 𝑣1.

3.2. Intuition: why cover a treatment with 𝑝 > 𝑣?

The reason why the insurer is willing to cover a treatment which is sold at a price in excess of its value to patients is that
covering the treatment helps to increase the 𝑙 type’s premium 𝜎𝑙, which is profitable for the insurer. In other words, the treatment
has value for the insurer in addition to the utility created by the treatment for the insured. The insurer’s ℎ contract competes with
its own 𝑙 contract. The more attractive the ℎ contract becomes, the lower 𝜎𝑙 has to be; this intra-brand competition is captured by
𝐼𝐶𝑙. Covering the expensive treatment relaxes the 𝐼𝐶𝑙 constraint and the value of relaxing 𝐼𝐶𝑙 is given by its shadow price 𝜆𝑙 > 0.
Since the ℎ type is more likely to need the treatment than the 𝑙 type, covering the treatment makes the ℎ contract less attractive to
the 𝑙 type. This allows the insurer to increase 𝜎𝑙 and profits.

Note the role of generic drugs, here captured by treatment 2, being sold at a price below their value (𝑝2 < 𝑣2). As these drugs
are patent-free, any company can produce them thereby competing the price down below value. Here we assume that the price is
competed down to marginal costs (normalized to 0) on the generic drugs market. But all we need, is that 𝑝2 < 𝑣2 on the generic
market to make 𝑝1 > 𝑣1 possible. Generic drugs are needed for our argument to ‘‘create space’’ for patented firms to charge prices
above their treatments’ values. To see this, consider the case where 𝑝2 = 𝑣2. Together with 𝑝1 > 𝑣1 this makes a contract covering
treatment 1 loss-making because a consumer is not willing to pay more than 𝜓1𝑘𝑣1 + 𝜓2𝑣2 for an insurance contract covering both
treatments. Hence in this case, treatment 1 with 𝑝1 > 𝑣1 will be dropped by the insurer because a contract with

𝜎𝑘 ≥ 𝜓1𝑘𝑝1 + 𝜓2𝑝2 > 𝜓1𝑘𝑣1 + 𝜓2𝑣2

will not be bought by type 𝑘 = 𝑙, ℎ. The price (premium) exceeds the consumer’s expected value of the contract. This is a violation
of the so called individual rationality (or participation) constraint.

Fig. 1 illustrates the situation in terms of profits. The 𝑙 market is more profitable than the ℎ market: expected costs are lower on
the 𝑙 market and margins are higher on the 𝑙 market (as the elasticity is lower). Hence, profits on the 𝑙 market, 𝜋𝑙(𝑢) exceed profits

7 One of the reasons why this happens is a deviation from rationality. The working paper version of our paper shows that bounded rationality can strengthen
5

ur results.
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Fig. 1. Insurer’s profits 𝜋𝑙(𝑢), 𝜋ℎ(𝑢) as a function of 𝑢.

on the ℎ market over the relevant 𝑢 range. As the ℎ market is more competitive, profits are lower and the insurer optimally leaves
a higher surplus 𝑢ℎ to high risk insured than to low risk insured.

The first best outcomes (characterized in Eq. (4)) correspond to maxima of the curves 𝜋𝑙(𝑢), 𝜋ℎ(𝑢) resp. (derivative equal to zero).
But the first best outcome leads to such a big difference 𝑢ℎ − 𝑢𝑙 that 𝐼𝐶𝑙 is violated. Equalizing the slopes 𝜋′(𝑢) in absolute value
(and equal to 𝜆𝑙) gives the second best solution. The distance 𝑢ℎ − 𝑢𝑙 in the figure is determined by 𝐼𝐶𝑙 holding with equality.

Given that the insurer cannot implement first best, it is willing to introduce some inefficiency which helps to separate the low
from the high types. In a standard health insurance model (Rothschild and Stiglitz, 1976) the ℎ type wants to mimic the 𝑙 type and
the insurer introduces an inefficiency by distorting coverage of the 𝑙 contract below first best coverage. In our set-up, the 𝑙 type
wants to mimic the ℎ type and in response the insurer is willing to distort coverage of the ℎ contract. This is where 𝑝1 > 𝑣1 comes
in. With price above value, the first best contract would remove treatment 1 from coverage. But in second best, covering treatment
1 is the inefficiency that helps the insurer to separate the types. Hence, treatment 1 has still value for the insurer (and is willing to
cover it) even though it costs more than treatment value.

In second best, the inefficiency reduces 𝑢ℎ below the level that would maximize 𝜋ℎ. The extent to which the insurer is willing to
reduce 𝑢ℎ depends on the elasticity 𝜀ℎ. The more ℎ customers leave due to a fall in 𝑢ℎ, the more reluctant the insurer is to introduce
such a reduction.

As treatment 1 has still value for insurers at a price 𝑝1 > 𝑣1 and they are willing to cover this treatment, the prediction is that
pharmaceutical companies will charge prices above the value of their medicines. The bigger the value of 𝜆𝑙𝑣1𝛥𝜓1, the higher 𝑝1 is
expected to be.

3.3. Health insurance context and summary

In which health insurance context does the model explain excessive pricing for treatments? The main issue is selection on the
insurance market. Hence, in a setting with government financed insurance (like the NHS in the UK), there is no selection on the
insurance market and the model does not apply.

In the discussion of Eq. (5) we already note that the model does not apply with perfect competition. In that case, there are no
elasticity differences between the market segments and the left hand side of Eq. (5) equals 0. In this sense, we need insurers with
market power for the model to apply. A monopoly insurer faces selection (if health insurance is not mandatory) as well as oligopoly
insurers. As long as the functions 𝑞𝑙(𝑢𝑙), 𝑞ℎ(𝑢ℎ) are not constants, the model applies. Insurers can distort their contracts to get a more
profitable case-mix of insured.

Finally, there are selection problems for the health insurer if it is not able to risk rate. If insurers can observe risk types and are
allowed to price discriminate, the model does not apply. There are no incentive compatibility constraints with risk rating. Hence,
we need either unobserved risk types or a community rating requirement.

Summarizing, we introduced a simple model of health insurer competition and showed that it is indeed possible for a
pharmaceutical company with a patented drug to sell this at a price that exceeds treatment value. As quoted in the Introduction,
6
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some experts claim that prices for some drugs are out of proportion with the value they offer. Although this seems counter-intuitive
(insurers should not cover treatments that cost more than the value they create), the model above shows that this can, in fact,
happen in equilibrium.

As the private incentive to innovate is driven by 𝑝1 (profit for the company with the patent) while the social incentive is
determined by 𝑣1 (value for patients), 𝑝1 > 𝑣1 implies that pharmaceutical firms have an excessive incentive to innovate: the private
alue of innovation exceeds the social value. The next section considers firms’ incentives to target treatments at subgroups of patients.

. Precision medicine

Now that we have seen that pricing above value can happen in equilibrium, a natural question is: for which treatments is this
ost likely to happen? Based on the model, we argue that this problem seems pertinent to precision medicine.

Recall from above that the marginal value for the insurer of including treatment 1 equals 𝜆𝑙𝑣1𝛥𝜓1 > 0. The Lagrange multiplier
𝑙 on the 𝐼𝐶𝑙 constraint is the same for all treatments. Hence, overpricing is likely to be bigger for treatments that have high value
1 and feature high 𝛥𝜓1.

The value effect is intuitive; no one is likely to worry about a treatment with a value of 10 euros. But for treatments with values
round 100k, potential and damage due to over-pricing is big. As cancer treatments can potentially extend life years, treatments for
uch drugs are in this ball park. Without going into the literature on the value of life years (usually measured with quality adjusted
ife years or qaly’s), a value of a healthy life year around 100k is not unreasonable (Cutler, 2004).

The 𝛥𝜓1 term measures the difference in probability that treatment 1 is used by the ℎ vs the 𝑙 type. High 𝛥𝜓1 implies that the
reatment is targeted at ℎ types and hence effective at separating the types for the insurer.

One can think of two reasons why 𝛥𝜓1 is high for a treatment: the first is exogenous to the R&D lab or pharmaceutical company
nd the second endogenous. First, it can be a matter of biology: some people suffer from diabetes and others do not. The difference
etween the prevalence of diabetes among high and low risk types determines 𝛥𝜓1 and the pharmaceutical company cannot change

this.8
Second, a pharmaceutical R&D lab can invest in projects that are targeted at sub-populations of patients with a disease. This

captures the ‘‘transition away from the production of ‘one-size-fits-all’ treatments towards targeted treatments’’ (Dugger et al., 2018).
With precision or personalized medicine, the treatment takes the patient’s underlying mechanism of the disease into account.
Such targeted therapies require the co-development of diagnostic tools to identify the optimal treatment for individual patients.
Biomarkers are used to define the subset of patients who benefit from the treatment. The use of biomarkers in clinical trials has
increased substantially over time (Chandra et al., 2018). According to our model this goes hand-in-hand with an increase in the
number of drugs with price above value.

Advantages of precision medicine include faster development and smaller/cheaper trials because the drugs are targeted at smaller
groups (Chandra et al., 2018). Better clinical results for the sub-population of patients targeted by the treatment. Ideally, lower
healthcare expenditure because of the cheaper development and the fact that the drugs are used for smaller groups. However, the
last effect has not materialized as personalized medicine turns out to be very expensive.

What are the ways and incentives for pharmaceutical research labs to focus on precision medicine? Pharmaceutical companies
need to select the most promising among the drug targets identified in early stages of research to pursue further (Emmerich et al.,
2021; Knowles and Gromo, 2003). There are two margins along which they can decide to focus on targeted drugs. The extensive
margin where they prioritize targeted projects above more generic projects. The intensive margin where they decide to narrow down
a given project by investing in the discovery of (more) biomarkers. This decision is partly informed by science but it turns out that
there is an important role for marketing and financial directors (Knowles and Gromo, 2003).

Although biomarkers ‘‘divide the market of treatable patients into groups and clusters, thus reducing market share’’ (Jakka
and Rossbach, 2013), this targeting can be profitable in its own right beyond the (socially) beneficial effects mentioned above. In
particular, this partitioning of the market is profitable by increasing the price above treatment value; even if no extra social value is
created by targeting the treatment. In this sense, there is an excessive incentive for pharmaceutical companies to target treatments
with precision medicine.

To capture this idea of excessive targeting, we introduce a parameter 𝜁 with the properties that 𝑑𝜓1ℎ∕𝑑𝜁 < 0 and 𝑑𝛥𝜓1∕𝑑𝜁 > 0.
his we call ‘‘high type targeting’’. In words, the innovator focuses on a high type targeting strategy (increases 𝜁) if its treatment

will be effective for only a subset of high types (𝑑𝜓1ℎ∕𝑑𝜁 < 0) but for an even smaller set of low types (𝑑𝛥𝜓1∕𝑑𝜁 > 0). To illustrate,
onsider a disease with different strains. Focusing treatment 1 on a particular strain that is more prevalent under high than low
ypes, leads to a fall in 1’s market share under ℎ types – as not all ℎ types have this strain – and to an even bigger fall in market
hare under 𝑙 types as they are even less likely to feature this strain. Such a drop in market share is profitable if it is compensated
y an increase in 𝑝1 − 𝑣1 > 0 determined by 𝜆𝑙𝑣1𝛥𝜓1.

The model implies that even in the (extreme) case where there is no social value to targeting at all, there is still a private
ncentive to do so if the increase in 𝑝1 compensates the fall in 𝜓1𝑙 , 𝜓1ℎ. If targeting does not raise 𝑣1 nor reduce the development
osts for the treatment, a social planner would not invest in targeting. But a private company would if the increase in price exceeds
he fall in market share. In this sense, there is an excessive (private) incentive for the pharmaceutical sector to invest in precision

8 Note the following distinction: type 2 diabetes tends to be endogenous to an individual’s lifestyle but exogenous to a pharmaceutical company. Here we
7

ocus on the exogeneity with respect to the company.
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medicine. The result is higher prices and higher healthcare expenditure but no increased value or life expectancy. As explained in
the Introduction, this is how some experts view the developments in personalized medicine.

To the extent that the specialty pharmaceutical market and personalized medicine are examples of high type targeting, the
nalysis above implies that they have contributed to the rise in treatment prices documented in the Introduction. This is also
ur explanation for the observation that ‘‘payers value rarity’’: prices tend to be high for (orphan) drugs with very small patient
opulations. If such drugs are hardly used by high types (low 𝜓1ℎ) and even fewer low types (high 𝛥𝜓1) prices will be high as the

extent to which 𝑝1 − 𝑣1 is positive is determined by 𝜆𝑙𝛥𝜓1𝑣1.

5. Policy implications

This paper introduces a framework where upstream pharmaceutical companies sell drugs to a downstream health insurance
market which suffers from selection problems. If the low risk type wants to buy the high risk type contract, we find that upstream
firms can charge prices in excess of treatment value. Further, pharmaceutical companies have an excessive incentive to narrow their
market; that is, target treatments at patient subgroups.

A couple of developments have contributed to the price increases in the pharmaceutical markets. First, the increased adoption
of generic drugs has created the ‘‘space’’ for patented drugs to charge prices in excess of treatment value. Although the net value
of coverage for some treatments is negative from the insured’s point of view, the overall value of insurance is still positive. Second,
the development to target treatments to subgroups of patients suffering from a disease also leads to upward pressure on drug prices.

We assume that pharmaceutical companies make take-it-or-leave-it offers to insurers. We show that these offers can lead to prices
above value. If, instead, pharmaceutical companies and insurers bargain over prices and insurers have some bargaining power, prices
tend to be lower. The outcome can then still be a high price close to value because without insurer bargaining power prices would
exceed treatment value.

The implications of our analysis for policy can be summarized as follows. First, there have been numerous recent examples of
drugs being sold at very high prices. The narrative usually is that it is ‘‘unfair’’ or not ‘‘ethical’’ for pharmaceutical companies to
benefit from people’s health problems. We show that it is not only unfair, it may well be inefficient. By charging a price in excess of
a treatment’s value, R&D incentives are distorted: (i) incentives to do R&D can be excessive as firms earn extra profits: the private
value of the innovation (𝑝1) exceeds the social value (𝑣1); (ii) firms have an excessive incentive to target their treatment to subgroups
of patients: even if there is no social value to targeting, it is still privately profitable.

To reduce the excessive R&D incentives, a government can reduce tax breaks for R&D in the pharmaceutical sector and increase
the industry’s financial contribution to research by (public) universities both for fundamental research and for running trials to test
new treatments. Further, the government can consider introducing price caps; for instance, in the form of not approving treatments
for insurance coverage if the price per qaly (quality adjusted life year) gained is too high. This helps to keep the healthcare system
affordable and reduces excessive R&D incentives. As shown, relying on market forces to keep prices low does not work for an
upstream sector selling to a downstream market with selection problems.

Finally, assuming that consumers stop buying insurance in case the expected value of the insurance plan is lower than the
premium, treatment prices can be reduced by creating a separate insurance market for patented treatments. The separation would
be similar to having basic and supplementary insurance markets as some countries have; but here there would be insurance for
patented drugs and separate insurance for treatments where the patent has run out (like generic drugs). The latter insurance would
cover all generic drugs which yield high patient utility compared to their cost. This leaves less rents for patented treatments on their
insurance market segment to appropriate by charging a price above treatment value. Such a segmentation of the health insurance
market helps to reduce treatment prices and healthcare expenditure.
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